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What is the ZFS storage system?

● Pooled storage
○ Functionality of filesystem + volume manager in one
○ Filesystems allocate and free space from pool

● Transactional object model
○ Always consistent on disk (no FSCK, ever)
○ Universal - file, block, NFS, SMB, iSCSI, FC, …

● End-to-end data integrity
○ Detect & correct silent data corruption

● Simple administration
○ Concisely express intent
○ Scalable data structures
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ZFS History

● 2001: development starts with 2 engineers

● 2005: ZFS source code released

● 2008: ZFS released in FreeBSD 7.0

● 2010: Oracle stops contributing source code for ZFS

● 2010: illumos is founded

○ The multilateral successor to OpenSolaris

● 2013: ZFS on (native) Linux GA

● 2013: Open-source ZFS bands together to form OpenZFS

● 2014: OpenZFS for Mac OS X launched
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What is OpenZFS?

OpenZFS is a community project founded by open source ZFS 
developers from multiple operating systems:

● illumos, FreeBSD, Linux, OS X, OSv

The goals of the OpenZFS project are:

● to raise awareness of the quality, utility, and availability of 
open source implementations of ZFS

● to encourage open communication about ongoing efforts 
to improve open source ZFS

● to ensure consistent reliability, functionality, and 
performance of all distributions of ZFS.
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OpenZFS activities

● Platform-independent mailing list
○ Developers discuss and review platform- 

independent code and architecture changes
○ Not a replacement for platform-specific mailing lists

● Simplifying the illumos development process
● Creating cross-platform test suites
● Reducing code differences between platforms
● Office Hours a.k.a Ask the Expert

http://open-zfs.org

http://www.open-zfs.org/wiki/Mailing_list
http://www.open-zfs.org/wiki/Illumos_integration_process
http://www.open-zfs.org/wiki/Reduce_code_differences
http://www.open-zfs.org/wiki/Office_hours
http://www.open-zfs.org/wiki/Office_hours
http://open-zfs.org
http://open-zfs.org
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Last 12 months features

● embedded data blocks (better compression)
● larger (1MB+) blocks
● better ENOSPC error handling
● metadata_redundancy=most
● LZ4 by default (for metadata, compress=on)
● metaslab fragmentation metric
● UNMAP perf improvements
● L2ARC memory overhead halved
● ARC lock contention

○ 3x improvement in cached reads
● ARC_no_grow fixes
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Upcoming features

Implemented, pending integration:
● prefetch rewrite
● compressed ARC
● resumable zfs send/recv
● allocation throttle
● recv prefetch
● new checksum algos (SHA512, Skein, Edon-R)
Work in progress:
● device removal
● persistent l2arc (Saso Kiselkov)
● channel program for richer administration
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Last 12 months events

● May 2014

○ OpenZFS European Conference, Paris
○ dotScale, Paris
○ BSDCAN, Ottawa, Canada

● November 2014

○ OpenZFS Developer Summit, San Francisco
● March 2015

○ AsiaBSDcon, Tokyo
○ Snow UNIX Event, Netherlands
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Announcing 2015 OpenZFS Developer Summit

● October 19th-20th
● Downtown San Francisco
● One day of talks
● One day hackathon
● Talk proposals due August 31st
● A few sponsorship opportunities remain
● New this year: $50 registration fee
● Registration will open in a few months
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zfs send pool/fs@monday |         \
    ssh host                      \
    zfs receive tank/recvd/fs

zfs send -i @monday               \
    pool/fs@tuesday | ssh ...



zfs send pool/fs@monday |         \
    ssh host                      \
    zfs receive tank/recvd/fs

zfs send -i @monday               \
    pool/fs@tuesday | ssh ...
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● zfs_pd_bytes_max
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# zfs send -i @old pool/filesystem@snapshot | zstreamdump
BEGIN record
        hdrtype = 1 
        features = 30004 (EMBED_DATA | LZ4 | SA_SPILL)
        magic = 2f5bacbac 
        creation_time = 542c4442 
        type = 2 
        flags = 0x0
        toguid = f99d84d71cffeb4
        fromguid = 96690713123bfc0b
        toname = pool/filesystem@snapshot
END checksum = b76ecb7ee4fc215/717211a93d5938dc/80972bf5a64ad549/a8ce559c24ff00a1
SUMMARY:
        Total DRR_BEGIN records = 1
        Total DRR_END records = 1
        Total DRR_OBJECT records = 22
        Total DRR_FREEOBJECTS records = 20
        Total DRR_WRITE records = 22691
        Total DRR_WRITE_EMBEDDED records = 0
        Total DRR_FREE records = 114
        Total DRR_SPILL records = 0
        Total records = 22849
        Total write size = 2973386752 (0xb13a4800)
        Total stream length = 2980518496 (0xb1a71a60)



# zfs send -i @old pool/filesystem@snapshot | zstreamdump -v
BEGIN record
. . .
OBJECT object = 7 type = 20 bonustype = 44 blksz = 512 bonuslen = 168
FREE object = 7 offset = 512 length = -1
FREEOBJECTS firstobj = 8 numobjs = 3
OBJECT object = 11 type = 20 bonustype = 44 blksz = 1536 bonuslen = 168
FREE object = 11 offset = 1536 length = -1
OBJECT object = 12 type = 19 bonustype = 44 blksz = 8192 bonuslen = 168
FREE object = 12 offset = 32212254720 length = -1
WRITE object = 12 type = 19 offset = 1179648 length = 8192
WRITE object = 12 type = 19 offset = 2228224 length = 8192
WRITE object = 12 type = 19 offset = 26083328 length = 8192
. . .
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●
# zfs send -vei @old pool/fs@new | ...
send from @old to pool/fs@new estimated size is 2.78G
total estimated size is 2.78G
TIME        SENT   SNAPSHOT
06:57:10    367M   pool/fs@new
06:57:11    785M   pool/fs@new
06:57:12   1.08G   pool/fs@new
...

● -P
●
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● zpool set feature@hole_birth=enabled pool
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https://github.com/delphix/delphix-os
https://github.com/delphix/delphix-os
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● receive_resume_token
●
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● zfs send … | zfs receive -s … pool/fs
● -s

● zfs get receive_resume_token pool/fs
● zfs send -t <token> | zfs receive …
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● zfs receive -A pool/fs
●
●
● receive_resume_token

●



# zfs send -v -t 1-e604ea4bf-e0-789c63a2...
resume token contents:
nvlist version: 0
        fromguid = 0xc29ab1e6d5bcf52f
        object = 0x856 
        offset = 0xa0000 
        bytes = 0x3f4f3c0
        toguid = 0x5262dac9d2e0414a
        toname = test/fs@b
send from test/fs@a to test/fs@b estimated 
size is 11.6M



# zfs send -v -t 1-e60a... | zstreamdump -v
BEGIN record
...
        toguid = 5262dac9d2e0414a
        fromguid = c29ab1e6d5bcf52f
nvlist version: 0
        resume_object = 0x856 
        resume_offset = 0xa0000 
OBJECT object = 2134 type = 19 bonustype = 44 blksz = 128K bonuslen = 168
FREE object = 2134 offset = 1048576 length = -1
...
WRITE object = 2134 type = 19  offset = 655360 length = 131072
WRITE object = 2134 type = 19  offset = 786432 length = 131072
...
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# zfs send ... | zstreamdump -vv
FREEOBJECTS firstobj = 19 numobjs = 13
    checksum = 8aa87384fb/32451020199c5/bff196ad76a8...
WRITE_EMBEDDED object = 3 offset = 0 length = 512
    comp = 3 etype = 0 lsize = 512 psize = 65
    checksum = 8d8e106aca/34f610a4b5012/cfacccd01ac3...
WRITE object = 11 type = 20 offset = 0 length = 1536
    checksum = 975f44686d/3872578352b3c/e4303914087d...
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